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points 1-, 2+, 3-, 4+, 6-, 7+, 8-, 9+ and symmetry group 2 consisting of virtual point 

5-, 

the time delay of 1.374 ms (i.e. virtual distance 0.471 m) is associated with two 

symmetry groups, namely symmetry group 1, consisting of virtual points 1 +, 2-, 3+, 4-

5 , 6+, 7-, 8+, 9- and symmetry group 2, consisting of virtual point 5+, 

the time delay of 2.173 ms (i.e. virtual distance 0.745 m) is associated with one 

symmetry group, namely symmetry group 1, consisting of virtual points 1-, 2+, 3-, 4+, 

6-, 7+, 8-, 9+. 

A new matrix is created where on the horizontal axis all symmetry groups are 

10 placed in two versions 1.1 1.2 2.1 2.2 3.1 3.2 etc. If a group consists of only 1 virtual 

point, there is only one version of the group, and thus the group only appears once in 

the matrix. On the vertical axis all the distinct distances in the further set of one or 

more distances formed by all symmetry group distances, which distinct distances are 

expressed as delay times, are sorted from shortest (top) to longest (down). The polar 

15 opposites(+/-) are then added to the matrix in a straight-forward chess-board like 

fashion. Finally, the virtual points within each symmetry group are distributed 

alternating between group n.1 and n.2 according to the process as described in 

figures 11 A-C. 

The second step of the command chain comprises the 'time density scaler' 

20 operation, referring to building block 36 in figure 3. The time density value for a 

symmetry group of virtual points may be performed as follows. Each symmetry group 

of virtual points is associated with one or more symmetry group distances. Further, 

for each symmetry group distance, one or more distance audio signals are 

determined using a time delay operation (see 64/72 in figure 6A). The time density 

25 value, also referred to as the density index, for a specific symmetry group is given by 

wherein i1t1 is the time delay (in seconds) introduced by the time delay 

30 operation for determining the one or more distance audio signals for a first distance 

out of the symmetry group distance, 1112 is the time delay introduced by the time delay 

operation for determining the one or more distance audio signals for a second 

distance out of the symmetry group distance, et cetera. Q denotes the number of 
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symmetry group distances for the symmetry group for which the density index is 

determined. 

The given time density per symmetry group is compared to a variable threshold. 

If the calculated value for di is lower than the threshold, it does not satisfy the filter 

5 and commands the process to increase the virtual point resolution and triggers a 

rerun of the command chain until the density index for each symmetry group is equal 

to or higher than the threshold, and thus satisfies the filter. 

The amount of echoes per second to satisfy enough density of the reverberation 

is generally considered to be a 1000 s·1 but may be as high as 10000 s·1, depending 

10 on the type and character of the audio input signal to the audio signal process. The 

real di is further influenced by the summation of all audio output signals in the 

loudspeakers as described in figure 6C; and, by the amount of generated virtual point 

audio signal components in the first reflections operation 12 which will increase the 

real di XN (=number of delay lines in 12). Thus, the time density threshold is required 

15 to be a variable parameter that may be adjusted by a user dependent on various 

circumstances. 

In this way, a system for generating reverberation in a virtual object adjusts 

automatically to the most optimal density condition for a given virtual object in a given 

condition. In prior-art application of artificial reverberation systems, parameters such 

20 as delay times are carefully chosen to satisfy criteria of time density. The invention 

provides a novel way to require optimal time density without pre-requiring a fixed set 

of values, such as the chosen delay times in a system, and where instead, such 

values may depend on the attributes of a shape, i.e. reverberation in a virtual object 

with a dimensional shape, size and materiality. 

25 Figure 13 illustrates a flow process for a 'sample rate interpolator' operation 32 

to obtain desired low-pass filtering included in the first reflections operation 12 and 

the reverb operation 18; specifically in the case of high and ultra-high frequency cut­

off values fc that may occur in dependence of set conditions of a reverberation, 

including the speed of sound travelling through a medium, the temperature, humidity 

30 and other factors; and, in dependence of the size and the virtual point resolution of a 

virtual object, which determines the scale of the distances between the virtual points. 

The obtained values f c as part of a delay line either executed in the first reflections 

operations 12 or reverb operations 18 may be (far) above the threshold of the human 
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audible frequency range (~20 kHz), and more specifically, may be larger than the 

Nyquist frequency (=0.5xsample rate). 

The Nyquist frequency practically determines the upper threshold of the 

assignable cut-off frequency in a digital low-pass filter, which means filtering above 

5 the Nyquist will not yield an audible effect. Nevertheless, the effect of the distance­

dependent damping function as described in figure 6A, and which may involve a 

value for fc above the Nyquist frequency, may also imply a significant audible effect 

from the attenuation of frequencies below the Nyquist frequency. As an approach to 

optimise the damping function in the first reflection and reverb operations, a 

10 command flow is proposed that takes into account the relation of the sample rate of 

the audio output device connected to (or as part of) the computer processing unit 

running a programme or code portion and the generated frequency cut-off values in 

first reflection operations 12 and reverb 18, by locally increasing the sample rate to 

complete the desired filtering operation, and then decreasing the sample rate back to 

15 the sample rate of the audio output device, by means of sample interpolation. 

As a first step all required distances are calculated between the input source 

and each virtual point in the case of the first reflections operation; or, between all 

virtual points in the case of the reverb operation, as described in figure 12. The f c may 

then be determined as described in detail in figure 6A with reference to operation 54. 

20 A second step comprises a first filter to determine if further action is required 

with regards to sample interpolation. If the obtained value for fc is larger than the 

Nyquist frequency it does not satisfy the filter, which commands the process to locally 

increase the sample rate by interpolation until it satisfies the filter and commands to 

perform the low-pass filtering process at the locally optimised sample rate. 

25 After the low-pass filtering operation has been completed, a second filter checks 

if the local sample rate matches the sample rate of the audio output device and if it 

does not satisfy the filter, it decreases the local sample rate by interpolation until the 

sample matches the sample rate of the audio output device. 

As a result, even though the frequency cut-off in question may be (far) above 

30 the human hearing range, the effects of the frequency cut-off on frequencies within 

human audible range will be accurately encoded in the signal after the sample 

interpolation. The applicant has found out that this has a significant effect on the 
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accuracy and smoothness of the high-frequency dissipation constituted in the 

reverberation audio signal as described. 

Figure 14 depicts a user interface according to an embodiment of the invention. 

An embodiment of the method comprises generating a user interface as described 

5 herein. 

In an embodiment, a user interface for the described system comprises a 

module to control the virtual object, e.g. its position with respect to an observer 

and/or "vantage-point", the shape of the virtual object, the material of which the 

virtual object consists, the conditions of the selected medium for sound propagation, 

10 the attributes of the reverb itself, several other attributes such as the resonance 

resulting from standing waves within the virtual object of a particular shape, and the 

audio output of the audio signal process, which may include a master output level, as 

well as send levels for an audio output signal, or "audio mix-down", from the audio 

signal process to provide as an input audio signal to other audio signal processes 

15 determined for other virtual objects. 

The depicted user interface comprises an input section that enables a user to 

control the audio output signal or audio mix-down from other audio signal processes 

determined for other virtual objects as an input audio signal for the audio signal 

process determined for said virtual object using input channels. The input channels 

20 may comprise of multiple audio channels, either receiving an audio signal from an 

audio signal process determined for another virtual object, optionally by performing a 

method as described, or external audio sources, together combined as the input 

audio signal for the audio signal process determined for said virtual object. The user 

interface enables a user to control the amplification of each input channel, e.g. by 

25 using gain knobs. 

The user interface may further comprise an output section that enables a user 

to route the summed audio output signals, or audio mix-down, of the audio signal 

process determined for said virtual object as an input audio signal to determine audio 

signal processes for other virtual objects. 

30 The output module may further comprise a master level fader, which may 

determine the level of the optional attenuation (value 'a') of the audio output signals 

of the audio signal process fed to discrete loudspeakers, such as described in figure 

5. 
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The user interface may further comprise a virtual object definition section that 

enables a user to input parameters relating to the virtual object, such as its shape, 

e.g. selecting a shape by means of a drop-down menu; and/or whether the virtual 

object is hollow or solid by means of an on/off button; and/or adjusting the scale, i.e. 

5 the size of the virtual object by means of a knob; and/or its dimensions, e.g. its 

Cartesian dimensions by means of number boxes for dimensions x, y and z; and/or a 

rotation; and/or a resolution to determine the amount, i.e. the density, of virtual points 

defined on the shape of the virtual object by means of a number box. This allows a 

user to control the amount of required calculations in the audio signal process 

10 determined for the virtual object. 

The input means for inputting parameters relating to rotation may be 

presented as endless rotational knobs for dimensions x, y and z 

The user interface may further comprise a position section that enables a user 

to input parameters relating to the position of the virtual object. The position of the 

15 shape in 3-dimensional space may be expressed in Cartesian coordinates +/- x, y, z 

wherein the virtual center of the space is denoted as 0, 0, 0; and which may be 

presented as a visual 3-dimensional field that one can place and move a virtual 

object within. This 3-dimensional control field may be scaled in size by adjusting the 

radius of the field. 

20 The discrete audio output signals for each loudspeaker resulting from the 

reverberation audio signal process determined for the virtual object, may thus be 

automatically controlled by i) the modelling of the virtual object's shape, ii) the 

rotation of the shape in 3-dimensional space and iii) the position of the shape in 3-

dimensional space. 

25 The user interface may further comprise an attributes section that enables a 

user to control various parameters, such as a knob to adjust the bandwidth and 

amount of resonance which determines the attenuation of the optional feedback 

signal (value 'b') in the resonance operation 20 as described in figure 16A; a knob for 

scaling the perceived distance, which determines the multiplication factor x in the 

30 formula determining attenuation operation of the distance operation 26 as described 

in figure 160; a knob for scaling the perceived elevation, which determines the 

multiplication factor x in the formula determining attenuation operation of either the 

depth operation 22 as described in figure 168 or the height operation 26 as 
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described in figure 16C; and, a knob for scaling the amount of Doppler effect, which 

is a scaler to modify the formula determining the second time delay of the distance 

operation 26 as described in figure 16D. 

The user interface may further comprise a section to select a material for the 

5 virtual object by means of a drop-down menu with several pre-programmed options. 

The choice of material in turn determines a chosen set of ISO354 values in the 

absorption filter operations as described in figure 6A. An 'absorption knob' and a 

'reflectivity knob' provide proportional scalers of the absorption coefficients from the 

chosen ISO354 values, to increase the absorption characteristic of the chosen 

10 material; or, to decreases the absorption characteristic of the chosen material, so that 

the resulting reflections and reverberation will constitute less absorption and more 

dense reflections of the sound. 

The user interface may further comprise a section to control the conditions of a 

chosen medium by means of a drop-down menu with several pre-programmed 

15 options. The selection of a medium, which in an embodiment may be air, may 

constitute several custom options specific to the medium which are considered 

parameters of behaviour of sound propagating in the particular medium, such as in 

the case of the medium of air, a number box to set the value in C of the temperature 

and a knob to increase/decrease the humidity. The speed of sound is a resulting 

20 value from the choice of medium and related parameters, but may be manually 

adjusted in a controllable number box to deviate from the calculated standard. The 

set parameter values in the conditions section determine the frequency-dependent 

attenuation of the low-pass filter operations and determine the time delays in the time 

delay operations of the first reflections operations 12 and reverb operations 18 as 

25 described in figure 6A; determine the calculations of the time delays in the value 

filtering operation as described in figure 12; and, determine the frequency cut-off in 

relation to the Nyquist frequency as described in figure 13. 

The user interface may further comprise a section to control attributes of the 

reverb, such as a knob for controlling the output gain of the first reflections, which 

30 determines the level of the optional attenuation (value 'a') of the audio signal 

components resulting from the first reflections operation 12 as described in figure 6C; 

a knob for controlling the output gain of the reverb tail, which determines the level of 

the optional attenuation (value 'b') of the audio signal components resulting from the 
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reverb operation 18 as described in figure 6C; a knob for controlling the decay time of 

the reverb, which determines the coefficient x in the formula determining attenuation 

operation of the reverb operation 18 as described in figure 6A; a knob for controlling 

the damping of the reverb, which may modify and/or scale the coefficient yin the 

5 formula determining the frequency cut-off in low-pass filtering operation as part of the 

first reflections 12 and/or reverb operation 18 and to further modify, that is increase 

or decrease the effect of the correction formula for high-frequency dissipation used in 

the attenuation operation of the reverb operation 18 as described in figure 6A; and, a 

knob for controlling the density of the reverb, which sets the time density threshold 

10 used to automate adjustment to the optimal time density of the reverberation system, 

as described in figure 12. 

The user input that is received through the user interface may be used to 

determine appropriate values for the parameters according to methods described 

herein. All functional operations of the reverberation system are thus translated to 

15 front-end user properties, i.e. audible manipulations of sound sources reverberating 

in a virtual space with a dimensional shape, size and materiality. 

It should be understood that the application of the invention is in no way 

limited to the lay-out and of this particular interface example and can be the subject 

of numerous approaches in system design and involve numerous levels of control for 

20 shaping and positioning sound sources in a virtual space, nor is it limited to any 

particular platform, medium or visual design and/or layout. 

Figure 15 depicts a block diagram illustrating a data processing system 

according to an embodiment. 

As shown in figure 15, the data processing system 100 may include at least one 

25 processor 102 coupled to memory elements 104 through a system bus 106. As such, 

the data processing system may store program code within memory elements 104. 

Further, the processor 102 may execute the program code accessed from the 

memory elements 104 via a system bus 106. In one aspect, the data processing 

system may be implemented as a computer that is suitable for storing and/or 

30 executing program code. It should be appreciated, however, that the data processing 

system 100 may be implemented in the form of any system including a processor 

and a memory that is capable of performing the functions described within this 

specification. 
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The memory elements 104 may include one or more physical memory devices 

such as, for example, local memory 108 and one or more bulk storage devices 110. 

The local memory may refer to random access memory or other non-persistent 

memory device(s) generally used during actual execution of the program code. A 

5 bulk storage device may be implemented as a hard drive or other persistent data 

storage device. The processing system 100 may also include one or more cache 

memories (not shown) that provide temporary storage of at least some program code 

in order to reduce the number of times program code must be retrieved from the bulk 

storage device 110 during execution. 

10 Input/output (1/0) devices depicted as an input device 112 and an output device 

114 optionally can be coupled to the data processing system. Examples of input 

devices may include, but are not limited to, a keyboard, a pointing device such as a 

mouse, a touch-sensitive display, or the like. Examples of output devices may 

include, but are not limited to, a monitor or a display, speakers, or the like. Input 

15 and/or output devices may be coupled to the data processing system either directly 

or through intervening 1/0 controllers. 

In an embodiment, the input and the output devices may be implemented as a 

combined input/output device (illustrated in figure 15 with a dashed line surrounding 

the input device 112 and the output device 114). An example of such a combined 

20 device is a touch sensitive display, also sometimes referred to as a "touch screen 

display" or simply "touch screen". In such an embodiment, input to the device may be 

provided by a movement of a physical object, such as e.g. a stylus or a finger of a 

user, on or near the touch screen display. 

A network adapter 116 may also be coupled to the data processing system to 

25 enable it to become coupled to other systems, computer systems, remote network 

devices, and/or remote storage devices through intervening private or public 

networks. The network adapter may comprise a data receiver for receiving data that 

is transmitted by said systems, devices and/or networks to the data processing 

system 100, and a data transmitter for transmitting data from the data processing 

30 system 100 to said systems, devices and/or networks. Modems, cable modems, and 

Ethernet cards are examples of different types of network adapter that may be used 

with the data processing system 100. 
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As pictured in figure 15, the memory elements 104 may store an application 

118. In various embodiments, the application 118 may be stored in the local memory 

108, the one or more bulk storage devices 110, or apart from the local memory and 

the bulk storage devices. It should be appreciated that the data processing system 

5 100 may further execute an operating system (not shown in figure 15) that can 

facilitate execution of the application 118. The application 118, being implemented in 

the form of executable program code, can be executed by the data processing 

system 100, e.g., by the processor 102. Responsive to executing the application, the 

data processing system 100 may be configured to perform one or more operations or 

10 method steps described herein. 

In one aspect of the present invention, the data processing system 100 may 

represent a first reflections module 12 and/or absorption filter 16 and/or reverb 

module 18 and/or resonance module 20 and/or depth module 22 and/or height 

module 24 and/or distance module 26 and/or panning system 28 as described 

15 herein. 

Furthermore, the data processing system 100 may represent a shape generator 

30 and/or sample rate interpolator 32 and/or value filter 34 and/or time density scaler 

36 as described herein. 

Various embodiments of the invention may be implemented as a program 

20 product for use with a computer system, where the program(s) of the program 

product define functions of the embodiments (including the methods described 

herein). In one embodiment, the program(s) can be contained on a variety of non­

transitory computer-readable storage media, where, as used herein, the expression 

"non-transitory computer readable storage media" comprises all computer-readable 

25 media, with the sole exception being a transitory, propagating signal. In another 

embodiment, the program(s) can be contained on a variety of transitory computer­

readable storage media. Illustrative computer-readable storage media include, but 

are not limited to: (i) non-writable storage media (e.g., read-only memory devices 

within a computer such as CD-ROM disks readable by a CD-ROM drive, ROM chips 

30 or any type of solid-state non-volatile semiconductor memory) on which information is 

permanently stored; and (ii) writable storage media (e.g., flash memory, floppy disks 

within a diskette drive or hard-disk drive or any type of solid-state random-access 



WO 2022/045888 PCT /NL2021/050523 

66 

semiconductor memory) on which alterable information is stored. The computer 

program may be run on the processor 102 described herein. 

The terminology used herein is for the purpose of describing particular 

embodiments only and is not intended to be limiting of the invention. As used herein, 

5 the singular forms "a" "an" and "the" are intended to include the plural forms as well, 

unless the context clearly indicates otherwise. It will be further understood that the 

terms "comprises" and/or "comprising" when used in this specification, specify the 

presence of stated features, integers, steps, operations, elements, and/or 

components, but do not preclude the presence or addition of one or more other 

10 features, integers, steps, operations, elements, components, and/or groups thereof. 

The corresponding structures, materials, acts, and equivalents of all means or 

step plus function elements in the claims below are intended to include any structure, 

material, or act for performing the function in combination with other claimed 

elements as specifically claimed. The description of embodiments of the present 

15 invention has been presented for purposes of illustration, but is not intended to be 

exhaustive or limited to the implementations in the form disclosed. Many 

modifications and variations will be apparent to those of ordinary skill in the art 

without departing from the scope and spirit of the present invention. The 

embodiments were chosen and described in order to best explain the principles and 

20 some practical applications of the present invention, and to enable others of ordinary 

skill in the art to understand the present invention for various embodiments with 

various modifications as are suited to the particular use contemplated. 

25 

The inventor acknowledges la Mgvdliashvili and Dr. Amira Val Baker for their 

contributions to this disclosure. 
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CLAIMS 

1. A method for generating a reverberation audio signal associated with a virtual 

object, the method comprising 

5 storing a representation of the virtual object, the representation defining a 

plurality of virtual points constituting the virtual object, wherein the virtual points have 

respective virtual positions with respect to each other, and wherein the virtual points 

belong to symmetry groups of virtual points, wherein the symmetry groups of virtual 

points are obtainable by 

10 -for each virtual point out of the plurality of virtual points, defining a set of one or 

more virtual distances comprising the respective virtual distances between the virtual 

point in question and the respective other virtual points out of the plurality of virtual 

points, and 

-for each set of one or more distances associated with a virtual point, removing 

15 distances that are integer multiples of any other distance in the set to obtain a further 

set of one or more distances associated with the virtual point; and 

-for each further set of one more distances associated with a virtual point, 

determining the distinct distances in the further set in question to form a virtual point 

specific set of one or more distances associated with the virtual point; and 

20 -determining virtual points that have the same respective virtual point specific 

sets of one or more distances to form a symmetry group of virtual points, the 

symmetry group of virtual points thus being associated with a set of one or more 

symmetry group distances that is the same as the virtual point specific sets of its 

virtual points; wherein 

25 the sets of one or more symmetry group distances which sets are respectively 

associated with symmetry groups, together form a further set of one or more 

distances, 

the method further comprising 

receiving and/or storing and/or generating an input audio signal, and 

30 for each virtual point, determining, based on the input audio signal, or filtered 

version thereof, a virtual point audio signal component, and 

combining the thus obtained virtual point audio signal components to obtain a 

composite audio signal, and 
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determining for each distinct distance in the further set of one or more 

distances, based on the composite audio signal, one or more distance audio signals, 

determining the reverberation audio signal based on the one or more distance 

audio signals and the virtual point audio signal components. 

2. The method according to claim 1, further comprising 

determining for each symmetry group, based on the determined distance audio 

signals, one or more symmetry group audio signals, and 

determining the reverberation audio signal based on the symmetry group audio 

10 signals and the virtual point audio signal components. 

3. The method according to claim 1 or 2, wherein determining a virtual point 

audio signal component for each virtual point based on the input audio signal, or 

filtered version thereof, comprises 

15 for each virtual point, performing a virtual-point-specific operation on the input 

audio signal, or modified, e.g. filtered, version thereof, wherein performing the virtual 

point specific operation comprises performing a time delay operation introducing a 

time delay, wherein the introduced time delay is approximately equal to a virtual 

distance between the virtual point in question and a virtual sound source divided by a 

20 speed of sound. 

4. The method according to any of the preceding claims, wherein determining 

for each distinct distance in the further set of one or more distances, one or more 

distance audio signals comprises 

25 determining for each distinct distance in the further set of one or more 

distances, a first distance audio signal and a second distance audio signal, wherein 

determining the first distance audio signal for a distinct distance comprises 

modifying the composite audio signal by performing a time delay operation 

introducing a time delay, a signal attenuation operation, a low-pass filter operation 

30 and a signal feedback operation, and wherein 

determining the second distance audio signal for the distinct distance comprises 

modifying the composite audio signal by performing a second time delay operation 
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introducing a second time delay, a signal inverting operation, a signal attenuation 

operation, a low-pass filter operation and a second signal feedback operation. 

5. The method according to the preceding claim, wherein the time delay 

5 introduced by the first time delay operation is equal to the distinct distance divided by 

a speed of sound. 

6. The method according to claim 2 and claim 4 or 5, wherein determining for 

each symmetry group, based on the distance audio signals, one or more symmetry 

10 group audio signals comprises 

determining, for each symmetry group, a first symmetry group audio signal and 

a second symmetry group audio signal, wherein 

determining the first and second symmetry group audio signals comprises, 

selecting a distance audio signal out of every pair of first and second distance audio 

15 signal, each pair having been determined for a respective distance out of the set of 

one or more symmetry group distances associated with the symmetry group in 

question, and combining the selected distance audio signals in order to determine 

the first symmetry group audio signal and combining the non-selected distance audio 

signals out of every said pair of first and second distance audio signal in order to 

20 determine the second symmetry group audio signal. 

7. The method according to any of the preceding claims 2-6, wherein 

determining the audio signal based on the symmetry group audio signals and the 

virtual point audio signal components comprises 

25 combining the symmetry group audio signals with the virtual point audio signal 

components to determine said reverberation audio signal, wherein 

combining the symmetry group audio signals with the virtual point audio signal 

components to determine said audio signal comprises 

determining modified audio signal components, wherein determining modified 

30 audio signal components comprises adding, to each virtual point audio signal 

component determined for a virtual point belonging to a symmetry group, the first or 

second symmetry group audio signal of the symmetry group in question. 
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8. The method according to any of the preceding claims, further comprising 

performing the method according to any of the preceding claims for generating a 

further reverberation audio signal for a further virtual object, wherein 

the determined reverberation audio signal associated with the virtual object is 

5 used as input audio signal. 

9. The method according to the preceding claim, further comprising combining 

the reverberation audio signal associated with the virtual object and the further 

reverberation audio signal associated with the further virtual object, and, optionally, 

10 providing the combination to one or more loudspeakers. 

10. The method according to any of the preceding claims, further comprising 

providing the determined audio signal to one or more loudspeakers. 

15 11. The method according to the preceding claim, comprising 

20 

providing the modified audio signal components to one or more loudspeakers 

comprises providing the modified audio signal components to a panning system that 

is configured to distribute the modified audio signal components to a plurality of 

loudspeakers. 

12. The method according to any of the preceding claims, further comprising 

filtering the input audio signal before determining, for each virtual point, a virtual 

point audio signal component, wherein filtering the input audio signal comprises 

applying a multi-band filter comprising attenuating respective frequency bands 

25 in the input audio signal using respective attenuation coefficients, wherein the 

respective attenuation coefficients are determined based on a material of the virtual 

object. 

13. The method according to any of the preceding claims, wherein determining 

30 for each distinct distance in the further set of one or more distances, one or more 

distance audio signals comprises 

determining for each distinct distance in the further set of one or more 

distances, a distance audio signal comprising modifying the composite audio signal 
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by performing a time delay operation introducing a time delay, a signal attenuation 

operation, a low-pass filter operation and a signal feedback operation, the method 

further comprising 

determining for at least one symmetry group of virtual points a density index 

5 comprising 

-determining for each distance out of the set of one or more symmetry group 

distances associated with the at least one symmetry group, how many feedback 

operations for determining a distance audio signal for the distance in question are 

performed per unit of time, for example by dividing said unit of time by the time delay 

10 introduced by the time delay operation performed for determining the distance audio 

signal in question, thus obtaining for each distance out of the set of one or more 

symmetry group distances associated with the at least one symmetry group 

respective numbers of performed feedback operations, and 

-adding the respective numbers of performed feedback operations to obtain the 

15 density index for the symmetry group of virtual points, the method further comprising 

-receiving a threshold value for the density index, and 

-determining that the determined density index is lower than said threshold 

value, and 

-based on this determination, changing the stored representation by increasing 

20 the number of virtual points that constitute the virtual object. 

14. The method according to any of claims 4-13, wherein the low pass filter 

operation com prises 

-determining that the to be low-pass filtered signal is associated with a Nyquist 

25 frequency that is lower than a cut-off frequency associated with the low pass filter 

operation, and 

-based on this determination, up-sampling the to be filtered signal so that it is 

associated with a Nyquist frequency that is higher than or equal to said cut-off 

frequency, and 

30 -low-pass filtering said up-sampled signal, and, 

-optionally, determining that the filtered signal is associated with a higher 

sample rate than an output sample rate, wherein the output sample rate is the 
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sample rate that can be output by an output system, and, based on this 

determination, down-sampling the filtered signal. 

15. A computer comprising a 

5 a computer readable storage medium having computer readable program code 

embodied therewith, and 

a processor, preferably a microprocessor, coupled to the computer readable 

storage medium, wherein responsive to executing the computer readable program 

code, the processor is configured to perform the method according to any of the 

10 preceding claims. 

16. A computer program or suite of computer programs comprising at least one 

software code portion or a computer program product storing at least one software 

code portion, the software code portion, when run on a computer system, being 

15 configured for executing the method according to any of the preceding claims 1-14. 

17. A non-transitory computer-readable storage medium storing at least one 

software code portion, the software code portion, when executed or processed by a 

computer, is configured to perform the method according to any of the preceding 

20 claims 1-14. 
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